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#### Abstract

Accurate X-ray absorption correction factors $A^{*}$ for cylindrical samples were calculated in the range of the product of linear absorption coefficient $\mu$ and cylinder radius $R$ of $0 \leq \mu R \leq 2.5$ and in the range of Bragg angle $\theta$ of $0^{\circ} \leq \theta \leq 90^{\circ}$. A method of double numerical integration that is different from the method usually used resulted in a maximum error of $0.1 \%$ with the typical error being much less. A table of values of $A^{*}$ was prepared, and simple equations were obtained for interpolation between values in the table to an accuracy of $0.1 \%$ or better. A full-range curve-fitting procedure that is accurate to $0.1 \%$ also was developed for routine use when many values of $A^{*}$ must be calculated for a single sample.


## Introduction

X-ray intensities now can be measured to a precision of one percent, or slightly better, in some cases. To make full use of precise intensities, various corrections should be made more carefully than in the past. Absorption correction factors for cylinders given in International Tables for X-ray Crystallography (1959) can have total errors of one percent in some cases (Dwiggins, 1972). The greatest error occurs for Bragg angles near $0^{\circ}$ and for large values of $\mu R$. Because $A^{*}$ can be calculated to any desired accuracy at Bragg angles of $0^{\circ}$ and $90^{\circ}$ (Dwiggins, 1972), one can check for the maximum error in the various numerical integration methods for obtaining $A^{*}$.

In the past it was most usual to evaluate that portion of the cylinder area (cross section) having scattering points between two close values of total path length $L$ for the X-ray beam in the sample. This was first done using a geometrical construction and graphical integration; a computer was used for the integration in later work. Next, a mean path length $L_{a}$ was assigned to the area between the two close values of $L$, and the contributions for all areas of the sample having different values of $L_{a}$ were summed. References to much of this earlier work are given in International Tables for X-ray Crystallography (1959).
In this investigation a more direct approach that is well suited for use on a modern high-speed digital computer was desired. The first objective was to find a method for calculating $A^{*}$ to an accuracy of $0.1 \%$ or better for any value of $\theta$ in the range of $0 \leq \mu R \leq 2.5$ in less than one second without excessive computer storage. Such a method would allow those using modern high-speed computers to calculate $A^{*}$ directly in many cases. The second objective was to generate a table of values of $A^{*}$ and to obtain simple equations that allow interpolation and full-range curve fitting as a function of $\mu R$ and as a function of $\theta$ to an accuracy
of, at worst, $0.1 \%$. This would allow high-accuracy values of $A^{*}$ to be obtained very rapidly for routine work, and it would ensure that any possible error in the absorption-corrected intensities is caused by errors in experimental observables rather than in calculations. If one can estimate errors in the observables, then one can estimate errors in the absorption corrected intensities with assurance that calculation of $A^{*}$ does not introduce more error of an unknown magnitude.

## Theory

It is usual to express the equation for the absorption correction factor in Cartesian coordinates, and such an equation is given in International Tables for X-ray Crystallography (1959). If one transforms the equation to cylindrical coordinates and takes advantage of symmetry, the following equation is obtained:

$$
A \equiv 1 / A^{*}=\frac{4}{\pi} \int_{x=0}^{1} \int_{\varphi=0}^{\pi / 2} x \cosh (2 \mu R x \sin \theta \sin \varphi)
$$

where,

$$
\begin{align*}
& F_{1}=\left[1-x^{2} \sin ^{2}(\theta+\varphi)\right]^{1 / 2}  \tag{1}\\
& F_{2}=\left[1-x^{2} \sin ^{2}(\theta-\varphi)\right]^{1 / 2} .
\end{align*}
$$

The term $x$ is the contravariant component of the cylinder radius $R$, and the term $\varphi$ is the polar angle. Equation (1) can be evaluated rapidly on a high-speed digital computer using Simpson's rule for double numerical integration.

## Direct calculation of absorption correction factors

A double-precision computer program was written in Fortran IV, H-level, for solving equation (1) using Simpson's rule for the double numerical integration.


## Table 1. Values of $A^{*}$ for cylinders
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The program is simple, and only a small amount of computer storage is necessary. The increments in $x$ and $\varphi$ were taken as $\frac{1}{100}$ of the upper limits for $x$ and $\varphi$ given in equation (1), and these increments are sufficient for values of $\mu R$ up to $2 \cdot 5$ if an accuracy of at least $0.1 \%$ is desired. The accuracy was checked by comparing computed results with the exact results at $\theta=0^{\circ}$ for high values of $\mu R$ where numerical integration methods, in general, give the most error in solving for $A^{*}$. Also, the number of increments was increased by a factor of four in a few test cases to make certain that the value of $A^{*}$ did not change significantly. The time to calculate each value of $A^{*}$ was 0.8 s using an IBM 370/165 computer. Copies of the computer program are available from the author.

## Results and discussion of direct calculations

Table 1 gives values of $A^{*}$ calculated at the same values of $\mu R$ and $\theta$ as given in International Tables for $X$-ray Crystallography (1959).

In Table 2 comparison of a few of the new values of $A^{*}$ is made with the exact values calculated at zero Bragg angle (Dwiggins, 1972) and with the values given in International Tables for X-ray Crystallography (1959). The error in all of the new values is under $0.1 \%$.

Table 2. Values of $\mathrm{A}^{*}$ for cylinders, $\theta=0^{\circ}$

| $\mu R$ | $A^{*}$ <br> Exact $\dagger$ | $A^{*}$ <br> New $\ddagger$ | \% Error, New $\ddagger$ | \% Error, Old§ |
| :---: | :---: | :---: | :---: | :---: |
| $0 \cdot 1$ | $1 \cdot 18432$ | $1 \cdot 1843$ | 0.0015 | 0.36 |
| $0 \cdot 5$ | $2 \cdot 29961$ | $2 \cdot 2996$ | 0.0005 | $0 \cdot 42$ |
| $1 \cdot 0$ | 5.09095 | $5 \cdot 0907$ | $0 \cdot 0049$ | $0 \cdot 61$ |
| $1 \cdot 5$ | $10 \cdot 74774$ | 10.7461 | 0.0153 | $0 \cdot 80$ |
| $2 \cdot 1$ | 24.42587 | 24.4137 | 0.0498 | 0.92 |
| $2 \cdot 5$ | $40 \cdot 09687$ | $40 \cdot 0598$ | $0 \cdot 0925$ | $0 \cdot 74$ |
| $\dagger$ Dwiggins (1972). <br> $\ddagger$ This paper. |  |  |  |  |
| § Int | ational Tab | for $X$-ray | ystallogr | hy (1959) |

Inspection of equation (1) suggests that the greatest error should occur at zero Bragg angle for constant $\mu R$. Data similar to that given in Table 2, with the exception that $\theta=90^{\circ}$, indicated that the error was less at $90^{\circ}$ than at $0^{\circ}$ and that $\mu R$ could be 3.0 before $0 \cdot 1 \%$ accuracy was exceeded.

Maintaining $0 \cdot 1 \%$ accuracy, the range of $\mu R$ can be extended to 5.0 by using 400 increments in $x$ rather than 100. Such data were not obtained, except for a few test cases to make certain that the method would work, because it was thought that highly accurate values of $A^{*}$ will be seldom needed for values of $\mu R$ greater than $2 \cdot 5$. Use of samples that have a high value of $\mu R$ when precise intensities are desired is usually not good practice because of the very large variation of $A^{*}$ with Bragg angle at smaller values of the Bragg angle and because of the high precision with which the geometry of the sample must be known. However, should the need
arise, the computer program that is available can be used to obtain values of $A^{*}$ for $\mu R$ greater than 2.5 in a reasonable time and at a reasonable cost.

## Interpolation and curve fitting

To use the values of $A^{*}$ given in Table 1 for routine purposes, accurate curve-fitting and interpolation methods are needed. It was found that the same form of equations can be used for both interpolation and curve fitting.

The equation uses to express $A \equiv 1 / A^{*}$ as a function of $\mu R$ at constant $\theta$ is:

$$
\begin{equation*}
A\{\mu R\}=\exp \left[-\sum_{i=0}^{N} K_{i}(\mu R)^{i}\right] \tag{2}
\end{equation*}
$$

The equation used to express $A$ as a function of $\theta$ at constant $\mu R$ is:

$$
\begin{equation*}
A\{\theta\}=\sum_{i=0}^{M} L_{i} \sin ^{2 i} \theta \tag{3}
\end{equation*}
$$

The terms $K_{i}$ in equation (2) are constants at fixed $\theta$ and the terms $L_{i}$ in equation (3) are constants at fixed $\mu R$.

To use either equation (2) or (3) for three-point interpolation, then $M=N=2$. Known values of $A^{*}$ for three consecutive tabulated values of either $\mu R$ or $\theta$ are taken from Table 1 with the value of $\mu R$ or $\theta$ of the unknown being in the range of the three values selected. The constants $K_{i}$ or $L_{i}$ then are calculated from a set of three equations of the form given in equation (2) or (3).

The accuracy of the interpolation method was found to be better than $0.1 \%$ by comparing $A^{*}$ values obtained between two of the points used to obtain the constants $K_{i}$ or $L_{i}$ with values of $A^{*}$ that were calculated directly. The interpolation method is most useful for calculating only a few values of $A^{*}$ with a desk calculator or small computer.

In the usual experiment the value of $\mu R$ is fixed, and calculation of $A^{*}$ as a function of $\theta$ is desired. When many values of $A^{*}$ are to be calculated, a full-range curve-fitting procedure allows calculations to be made more rapidly than does the direct-calculation method and avoids storing massive tables of $A^{*}$ in the com-
puter, as the interpolation method does. The curvefitting procedure will next be described.

Equations (2) and (3) can be used for full-range curve fitting with $M=6$ and $N=5$. Six standard values of $\mu R$ are selected. These are $0,0 \cdot 3,0 \cdot 7,1 \cdot 5,2 \cdot 0$, and $2 \cdot 5$. Also, seven standard values of $\theta$ are selected. In degrees, these are $0,15,30,45,60,75$, and 90 .

The calculation of preliminary data that never has to be repeated is next described. A set of six equations is solved for six $K$ values for each of the standard values of $\theta$ using the standard values of $\mu R$. When this stage is completed one has, neglecting $K_{0}$ values that are all zero, five values of $K$ for each standard $\theta$, or a total of 35 K constants. These constants are stored in a computer subprogram along with the standard values of $\mu R$ and $\theta$.

When it is desired to solve for $A^{*}$, the following procedure is used. First, the values of $A^{*}$ for the exact value of $\mu R$ of the experiment are obtained for each of the standard angles from equation (2) and the stored $K$ values, resulting in seven values of $A^{*}$ at the standard angles. Next, a set of seven equations of the type of equation (3) is solved for $L$ values with the seven values of $A^{*}$ just calculated at the standard angles. Finally, the values of $L$ just obtained can be used in equation (3) to obtain a very large number of values of $A^{*}$ at any angles for the exact value of $\mu R$ of the experiment.

The curve-fitting method was used to calculate $A^{*}$ at all points listed in Table 1. In all cases, the error was well under $0.1 \%$ on comparison with $A^{*}$ values listed in Table 1.

All of the calculations required for full-range curvefitting are done using a computer subprogram that is available written in H-level Fortran IV. All necessary constants are included in this subprogram. It is necessary to supply only $\mu R$ and values of $\theta$ from a main program. The subprogram calculates $A^{*}$ and returns this value to the main program.
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